Recognizing Faces from the Eyes Only
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Abstract

The eyes are one of the most important facial features for recognizing human faces. Many face recognition systems today make use of local features (such as eyes) for identification or verification of individuals, but no system to our knowledge has studied performance when the only available information is the eyes. In this paper we show that we can obtain 85% correct classification on the popular ORL face database, when the features are extracted from the eye area only. We compare feature extraction from eigenfeatures and Gabor wavelets with features consisting of simple gray-level pixel values.

1 Introduction

Face recognition is a complex task which has received a great amount of attention in recent years, mostly due to its wide range of application in the area of biometric systems. Many different approaches have been proposed, and current systems exhibit very good performance on detection, identification and verification of human faces [10, 2]. However, one of the remaining problems is dealing with changes in faces over time. Since eyes are one feature of the face which are not greatly affected by certain typical face changes (e.g. facial hair like beard or mustash), we address the problem of identifying subjects from the eyes only.

There is a significant amount of evidence from psychophysics which support the theory that humans make use of local features (such as the eyes) when recognizing other individuals [1]. And indeed, several current face recognition systems are based on local features as well as global (holistic) features. The eigenface approach, developed by Turk et al. [12], was further developed in [8] to include eigenfeatures such as eigeneyes, eigennose and eigenmouth. This improved performance of the system, and result were also surprisingly good when only the eigenfeatures were used. A very different system for object recogniton was developed by Lades et al. [5] and applied to face recognition in [13, 9]. This system is based entirely on local features, computed by a biologically motivated [3] wavelet transform. These systems are two of the best face recognition systems today, with different advantages/disadvantages.

In this paper we investigate how well human faces can be recognized when the features are extracted from the eyes only. We explore performance with the eigenfeature technique [8], which is applicable for both local (eyes, nose, mouth, etc.) and global (entire face) feature extraction, and the gabor wavelet approach [5], which is a typical local feature extractor. We compare these techniques with classification directly from gray-level values. Recognizing faces from just the eyes is important work, because in many situation the eyes can be the most reliable (and perhaps the only) source of information. Our experimental results show surprisingly good performance on a small, but difficult dataset.

2 Dataset and Preprocessing

We use the face database from Olivetti Research Lab. This database has been widely used for testing face recognition systems, and the best reported result to our knowledge is 96% correct classification [6], when the database is divided into two equally large sets (for training and testing). The database contains 10 images of 40 subjects for a total of 400 images. The images are gray-level of size 92 × 112. We have manually located the center of the eyes in all the images, and then extracted
a 25 × 25 window at this region (for both eyes). If this subwindow includes an area outside the original face image, we pad the image with the mean of the gray-level values in the full face image. The extracted eye-images show considerable variation with respect to open/closed eyes, expression, glasses (reflection in glasses) and gaze, making this a challenging dataset. Some example eye-images are shown in figure 1.

Before feature extraction, all images were histogram equalized. As an additional preprocessor for the eigenfeature approach, the mean image was computed from the training set and subtracted from all the training and testing images.

3 Feature Extraction

We only briefly outline the techniques we use here, since they are standard computer vision techniques and more appropriately described in papers such as [11, 12, 5, 13].

3.1 Eigenfeatures

We do a principal component analysis of the matrix of vectorized training samples, separate for right eye and left eye. The resulting principal components (eigeneyes) span a subspace [4] which is a good representation for right and left eye images. Examples of these eigeneyes are given in figures 2 and 3, ordered according to eigenvalues. One important notice about this technique is that its aim is representation and not discrimination.

Thus, we should act with care when selecting the number of eigeneyes to keep for spanning the subspace (eigeneyes with small corresponding eigenvalues might still be important for discrimination).

One limitation which also needs to be pointed out in the way we apply eigeneyes in this paper, is that the training set is relatively small. Ideally, we would have a large separate set of eyes to compute a more general subspace of eigeneyes. We would also expect a degradation in performance due to the large variation in the dataset. We normalize the images by keeping the center point fixed, which gives us some invariance with respect to positioning of the eye, but a better way would perhaps be to locate the corners of the eye so we might be able to normalize with respect to rotation and size in addition to position.


3.2 Gabor Wavelets

Similar to the system of Lades et al. [5], we apply a wavelet transform based on the Gabor kernel

\[ \psi_j(\vec{x}) = \frac{k_j^2}{\sigma^2} e^{-\frac{k_j^2}{2\sigma^2}} \left( e^{i\vec{k}_j \cdot \vec{x}} - e^{-\frac{\vec{x}^2}{2\sigma^2}} \right), \]  

where

\[ k_j = \left( k_v \cos \phi_\mu, k_v \sin \phi_\mu \right), \quad k_v = 2^{-\frac{j+1}{2}}, \quad \phi_\mu = \mu \frac{\pi}{8}. \]

All the Gabor wavelets are created from this kernel by dilation and rotation. The 40 wavelets created from indices \( \nu \in \{0, ..., 4\} \) (size) and \( \mu \in \{0, ..., 7\} \) (orientation) are shown in figure 4. These wavelets are convolved with the image, and we keep the value of the center pixel. This provides us with a feature vector of 80 complex coefficients, but we only keep the magnitudes for classification.

4 Experimental Results and Discussion

For classification we apply the nearest-neighbour (NN) and the minimum distance (to class mean) (MD) classifier. As a measure of distance in feature space, a natural choice is the usual Euclidian metric (E)

\[ d_e(\vec{x}, \vec{y}) = \sqrt{\sum_i (x_i - y_i)^2}. \] (3)

However, for the eigenfeatures there is also a natural choice of metric in the weighted Euclidian metric (WE)

\[ d_{we}(\vec{x}, \vec{y}) = \sqrt{\sum_i \lambda_i^{-1} (x_i - y_i)^2}. \] (4)

since our goal is discrimination rather than representation. The weights for this metric is the inverse of the sequence of the eigenvalues, which means that if we consider the feature vectors in feature space as belonging to the same class, this metric is equivalent to the Mahalanobis distance. Since good results have also been obtained with other metrics [7, 10], we also use the angle between vectors metric (ABC)

\[ d_{abc}(\vec{x}, \vec{y}) = \cos^{-1} \left( \frac{\vec{x} \cdot \vec{y}}{||\vec{x}|| ||\vec{y}||} \right). \] (5)

and the city block distance metric (CBD)

\[ d_{cbd}(\vec{x}, \vec{y}) = \sum_i |x_i - y_i|. \] (6)

Table 1 and 2 show the results from the nearest neighbour and minimum distance classifiers. We compare the feature extraction methods mentioned earlier (eigenfeatures (PCA) and Gabor), with simply using gray-levels (GL), either pixel values or pixel values after resizing the image (12 × 12 or 6 × 6). In these cases the feature vectors just consist of the pixel values of the vectorized image, e.g. for the simplest case (no resizing) we have a 625-dimensional feature vector (from a 25 × 25 image). All the scores are percentage correct classification averaged over 10 trials, when the dataset of 400 images is randomly divided into 2 equally sized sets (5 images for training and 5 images for testing for each subject). This methodology is equivalent to the approaches usually taken when working with the ORL database, which allows us to compare with other systems.

We observe from the experiments that we get surprisingly good results from just the eyes compared to using the whole face. The best reported results when using the whole face is significantly better of course, but from the sample images shown in figure 1 (observe the large variation), 85% correct classification is very satisfying. A bit surprising is that using simple gray-level values as features yields competitive performance. However, similar results for using the nearest neighbour on gray-level values from the entire face have been reported earlier [6]. We should take this as an indication that we
need further testing, specifically on a larger dataset, to validate our results.

The best results are obtained with the Gabor feature extraction method. However, we should note that there was a large degree of variation in the 10 trials (due to the process of randomly dividing the set into training and test set), so there is a question of the statistical significance of these results. But since the overall 3 best results all are from Gabor, we consider this a strong indication that this method is the best compared to our implementations of the eigenfeatures and gray-levels here.

As mentioned earlier, it is difficult to select the number of eigeneyes to use for spanning the subspace. We want to keep our feature space as low-dimensional as possible, which would initially lead us to discard some eigeneyes (and perhaps the ones with the smallest corresponding eigenvalues). We see from our results that this would lead to sub-optimal performance, since the best result obtained in our experiments when using this technique is when we keep all the 200 eigeneyes (84.4% with MD classifier and CBD metric).

It is also noteworthy to mention that there is a significant difference in performance for the different metrics. We cannot derive any general rule-of-thumb for this, but we can note that the weighted euclidian metric did poorly for large feature space with the nearest neighbour classifier. It is also the worst metric for the highest dimensions (PCA 100 and 200) with the minimum distance classifier. Both these cases is probably due to inaccurate estimated eigenvalues for the last principal components (eigeneyes), which is caused by a too small training set (from which the principal components were computed). Otherwise, the general observation is that one metric is clearly to prefer instead of another (which is typical for pattern recognition applications).

All the results we have presented here can be considered as preliminary since there are many potential parameter adjustments and classification strategies we can apply. For the eigenfeature case, we could either compute a subspace from the entire eye-area instead of separate eyes or we could try further normalization as mentioned earlier. There is no reason to believe that we are using the optimal Gabor wavelets either. We could further experiment with both size and rotation. Future work might also include looking into some strategy such as classifying from just one eye, and select that eye based upon some similarity criteria (to yield further robustness in cases where one eye might be completely covered).

5 Conclusion

We have presented in this paper an experimental study of recognizing faces from the eyes only. Performance for this approach is not as good as when using the entire face, but considering the large variation in the dataset, the results are good. Recognizing faces from the eyes only is important since the eyes are a central feature of the human face, and sometimes the only source of information in face recognition applications.
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